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ABSTRACT
The Moons And Jupiter Imaging Spectrometer (MAJIS) is the visible and near-infrared imaging spectrometer onboard the European Space
Agency (ESA)’s Jupiter Icy Moons Explorer mission. Before its integration into the spacecraft, the instrument undergoes an extensive ground
calibration to establish its baseline performances. This process prepares the imaging spectrometer for flight operations by characterizing the
behavior of the instrument under various operative conditions and uncovering instrumental distortions that may depend on instrumental
commands. Two steps of the on-ground calibration campaigns were held at the instrument level to produce the data. Additional in-flight
measurements have recently been obtained after launch during the Near-Earth Commissioning Phase. In this article, we present the analyses
of these datasets, focusing on the characterization of the spectral performances. First, we describe and analyze the spectral calibration datasets
obtained using both monochromatic sources and polychromatic sources coupled with solid and gas samples. Then, we derive the spectral
sampling and the spectral response function over the entire field of view. These spectral characteristics are quantified for various operational
parameters of MAJIS, such as temperature and spectral binning. The derived on-ground performances are then compared with in-flight
measurements obtained after launch and presented in the framework of the MAJIS performance requirements.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0188944

I. INTRODUCTION

The Jupiter Icy Moons Explorer (JUICE) was launched in April
2023 toward the Jovian system, which will be reached in July 2031.
JUICE will first tour the Jovian system for 3.5 years, during which
35 flybys of three Galilean moons (Callisto, Ganymede, and Europa)
will be performed before entering orbit around Ganymede at the end
of 2034 for about nine months.1–3 The Moons And Jupiter Imag-
ing Spectrometer (MAJIS) will acquire hyperspectral data cubes of
Jupiter’s atmosphere and the surfaces and exospheres of the three icy

moons to determine their composition and identify various chemical
species.4 Of particular interest are the study of Ganymede’s ice-
shell and exosphere, the investigation of the chemistry of surface
material and active processes on Europa, and the monitoring of the
Jupiter atmosphere with unprecedented temporal coverage and spa-
tial and spectral resolutions in the near-infrared wavelength range.
The MAJIS science goals and science operations and the whole
instrument design have previously been described in detail.4 We
present below the necessary elements that are relevant for spectral
calibration.

Rev. Sci. Instrum. 95, 031301 (2024); doi: 10.1063/5.0188944 95, 031301-1

Published under an exclusive license by AIP Publishing

 08 M
arch 2024 17:51:13

https://pubs.aip.org/aip/rsi
https://doi.org/10.1063/5.0188944
https://pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0188944
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0188944&domain=pdf&date_stamp=2024-March-7
https://doi.org/10.1063/5.0188944
https://orcid.org/0009-0005-9887-3065
https://orcid.org/0000-0002-7619-2278
https://orcid.org/0000-0001-9567-0055
https://orcid.org/0000-0002-9791-3273
https://orcid.org/0000-0002-4492-215X
https://orcid.org/0000-0002-7893-6808
https://orcid.org/0000-0003-1219-0641
https://orcid.org/0000-0002-2698-6926
https://orcid.org/0000-0001-5762-4947
https://orcid.org/0000-0003-4002-2434
https://orcid.org/0000-0002-7759-9854
mailto:paolo.haffoud@universite-paris-saclay.fr
https://doi.org/10.1063/5.0188944


Review of
Scientific Instruments

ARTICLE pubs.aip.org/aip/rsi

A. MAJIS characteristics relevant
for spectral calibration

The optical unit of MAJIS is made of two co-aligned spectral
channels.4 One is a VISible to Near-InfraRed (VISNIR) channel,
and one is an InfraRed (IR) channel. The optical head (OH) of
MAJIS incorporates a three-mirror anastigmat (TMA) telescope
shared between the two channels. A slit and a collimator, common
to both channels, control light input and ensure parallel propagation
toward a dichroic filter. This filter splits the light into the two chan-
nels. Each channel is equipped with a grating following a quasi-linear
dispersion law and a focusing lens for spectral analysis. Both chan-
nels collect spectral images of a common slit on their Focal Plane
Arrays (FPAs). Due to optical aberrations in the OH of the imag-
ing spectrometer, a spectral shift (smile effect) of the sensor over its
entire field of view (FOV) is present (e.g., imaging a homogeneous
target over the full FOV can result in misaligned spectra for different
FOV positions). The FPAs are 1024 × 1024 pixels H1RG Teledyne
detectors with an 18 × 18 μm2 pitch. The row and column directions
correspond to the spectral and spatial dimensions, respectively. Any
pixel will be referred to as “spectel” hereafter when its spectral prop-
erties are considered. During the nominal scientific operations, these
18 μm pixels are binned by two in the spatial direction or more (spa-
tial and/or spectral direction) depending on the selected spectral or
spatial binning commanded by telemetry (see below). Thus, in the
following sections of this article, “nominal pixel” will refer to four
physical pixels binned in a two-by-two square (i.e., 36 μm wide).
The instrument’s FOV is projected onto the two FPAs across 800
contiguous rows of 18 μm pixels, and the wavelengths are dispersed

across 1016 columns of 18 μm spectels. After nominal binning, this
results in a nominal frame acquisition of size 400 × 508 pixels for
each channel. Figure 1 illustrate the layout of the MAJIS FPA design
architecture.

MAJIS has the capability to perform spectral oversampling and
binning of its nominal pixels over specific spectral ranges (referred
to as spectral bands).4 Oversampled pixels (18 μm) are not binned
by two over the spectral dimension. The binning ×2 and binning
×4 modes allow the physical pixels (18 μm) to be grouped by 4
and 8, respectively. Up to 16 spectral bands with different oversam-
pling/binning modes can be defined per channel during one obser-
vation. A specific type of oversampling/binning is implemented for
each spectral range. Oversampling can increase the number of spec-
tels per frame to a maximum of 640 pixels instead of the nominal
508. The spectral sampling capacities of MAJIS are summarized in
Fig. 2. Higher spectral sampling rates will provide more detailed
spectral information. However, this must be balanced with the col-
lected data quality regarding the Signal-to-Noise Ratio (SNR) and
the data volume of the observations.

MAJIS also has an acquisition mode called No Process. This
mode transmits the 1024× 1024 raw images. This mode will be infre-
quently utilized during science operations due to its large data size
and inefficient use of memory space/data bandwidth (>200 × 1024
pixels provide no usable data). However, during ground calibration,
these disadvantages are nullified. Furthermore, the data provided by
this mode can easily be numerically post-processed (e.g., numerical
binning) to simulate any acquisition settings used in flight and derive
its associated spectral calibration performances. Therefore, the vast

FIG. 1. Schematic view summarizing the nomenclatures related to the FOV and spectel positions of the MAJIS. Positions (in pixel) inside the FOV are exemplified. The
positions along the FOV are given in terms of nominal pixels (blue), physical pixels (green), and angular position (red).
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FIG. 2. Panel (a): Illustration of a monochromatic acquisition around 700 nm at the
FOV position 200 (nominal). The main central spot (between rows ∼38 to ∼70) of
the monochromator is spectrally and radiometrically uniform for about 20 physical
pixels along the slit. Panel (b): Example of spectra of ten median images (out of
51) from a monochromatic scan around 900 nm at the FOV position 200.

majority of ground calibration measurement series was performed
using the No Process mode. This article will describe the spectral cal-
ibration performances for the nominal, oversampling, binning ×2,
and binning ×4 modes using the data acquired with the No Process
acquisitions.

A scanning mirror at the entrance of the telescope provides the
capability to change the instrument’s pointing through a 4○ across-
slit optical angle centered around the boresight. This scanning
mirror can also point to the Internal Calibration Unit (ICU) light
sources,4 which provide relevant data to check the fly performances
of the instrument.

B. Spectral calibration requirements
and goals

Advanced hyperspectral imagery, as MAJIS does, implies a
complex instrumental design. This results in several instrumental
effects within the datasets to be characterized. To properly extract
and derive the relevant scientific information, an in-depth ground
characterization of the instrumental effects of MAJIS was performed
from sub-systems to the integrated system.4,5

Imaging spectrometers are susceptible to optical distortions
caused by optical aberrations and misalignments among optical ele-
ments. Even if these can be reduced by optimizing the optical layout
and utilizing a mechanical mount to keep the optical elements in the
correct positions, it is required to characterize the central wavelength
position and the spectral response characterized by the Full Width at
Half Maximum (FWHM) of each detector pixel after the mechanical
and optical integrations and the final alignment. The optical dis-
tortions can also result in a smile effect6 (i.e., a wavelength drift
along a detector row), and calibration variations can be sensitive
to OH temperature (an operative range of 110–150 K for MAJIS).
Therefore, the spectral calibration aims to assess these items with
dedicated ground setups. The requirements for the MAJIS spectral
calibration were driven by the MAJIS scientific performances sum-
marized in Table I. However, this article provides a detailed analysis
that is not limited to the validation of the requirements. As MAJIS
oversampling capabilities can be used on any part of the spectral
range (within the limitations mentioned in Sec. I A), the strategy
for the analysis was to focus on the instrumental performances of
the oversampled spectels. Then, the effects of the different types of
binning on the performances are characterized for different para-
meters. This allows us to deduce the performance of MAJIS in its
various operational modes.

The ground calibration measurements dedicated to MAJIS
were based on the legacy of several previous hyperspectral space
imaging spectrometers.6–9 The overall ground calibration strategy
at sub-systems and instrument levels is described by Poulet et al.4
Specifically, the ground calibration at the instrument level was per-
formed during two main campaigns. The first campaign occurred
at Leonardo (LDO) company facilities (Firenze, Italy) to charac-
terize the performances of the OH at three thermal configurations
(nominal, hot, and cold cases) in using the focal plane acquisi-
tion pipeline. The following main campaign, held at the Institut
d’Astrophysique Spatiale (IAS) in Orsay, was designed to provide the
measurements required for the spectral (this article), spatial,10 and
radiometric11 calibrations in using the nominal acquisition pipeline
with the flight spare unit of the main electronic.5 The launch of
the JUICE mission was followed by the Near Earth Commissioning
Phase (NECP). During this commissioning, the MAJIS instrument

TABLE I. MAJIS spectral requirements for a nominal pixel (36-μm) in both directions
(spectral and spatial, i.e., columns and rows on the detectors). These require-
ments shall be met across the entire operational thermal range of the instrument
(110–150 K).

Item Metrics Channel
MAJIS

requirement (nm)

Absolute calibration Range VISNIR 500–2350
IR 2250–5540

Sampling VISNIR 3.65 ± 0.25
IR 6.50 ± 0.60

Spectral response FWHM VISNIR ≤5.5
IR ≤10

Spectral distortion
along the FOV Smile VISNIR ≤3.90

IR ≤7.10
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acquired its first in-flight frames that could be used to monitor the
consistency of the performances (including spectral ones) with the
ground characterization.

Section II briefly describes the ground calibration setups
and the datasets acquired with the different calibration sources
(monochromatic scans, atmospheric measurements, internal cali-
bration unit, sample, and mineral images). Section III introduces the
methodology applied to the reduction of data before their analyses
to retrieve the spectral performances of the instruments. Section IV
presents the results of the calibration data analysis for each spec-
tral requirement listed in Table I, namely the spectral response, the
spectral sampling, the spectral range, the smile, and the impact of
the OH temperature on the spectral calibration. Using the internal
calibration unit, a comparison between these performances and the
first post-launch measurements is described in Sec. V. Finally, the
spectral performances are summarized and discussed in Sec. VI.

II. CALIBRATION SETUPS AND DATASETS
A. Setups

Two calibration setups were used to establish the performances
of MAJIS, including the spectral ones. The LDO setup aimed to pro-
vide a limited characterization of the performances of MAJIS OH
prior to shipping for full calibration. The IAS setup was designed
to thoroughly calibrate the instrument and validate that all perfor-
mance requirements were met. The key features differentiating both
calibration setups are summarized in Table II.

For the spectral calibration, the LDO setup dataset was mainly
used to provide additional monochromatic scans at wavelengths that
were not explored during the full calibration. A few LDO scans cov-
ered a spectral range that is also encompassed by the IAS dataset.
In addition to monochromatic scans, the IAS dataset provided
atmospheric signatures spectra, solid samples spectra, and ICU mea-
surement spectra. The key elements of the calibration strategy were
to use the monochromatic scans to calibrate the spectral response
as well as to give some data points for the absolute calibration.
The spectra acquired with non-monochromatic sources were used
to derive several absolute calibration (and smile) data points based
on the matching of signature spectral positions between MAJIS and
the reference values. These high-accuracy data points complimented
parts of the spectral range not covered by the monochromatic scans.
This strategy summary is illustrated in Table III.

1. LDO
This setup is described in more detail in a companion paper.10

The first stage to collect the data used here to derive the spectral cali-
bration occurred at LDO in Italy.12 The MAJIS OH was tested inside
a Thermal Vacuum Chamber (TVC) at three OH operative temper-
atures (cold 110 K, nominal 130 K, and hot 150 K), illuminated by
the Optical Ground Support Equipment (OGSE) input beam. The
OH was fixed, and the optical beam was moved within the FOV
by means of a hexapod. The input beam was adapted to cover the
entrance pupil only (i.e., it did not cover the whole entrance baf-
fle). The tests were driven by a master computer using automatic
test procedure commands to control the OGSE devices and the
MAJIS acquisitions during the measurements. The OGSE configu-
ration used specifically for the spectral characterization includes an TA
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off-axis parabolic mirror to collimate the test beam, a source mod-
ule including a monochromator with two sources [Quartz Tungsten
Halogen (QTH) lamp and IR emitter from Newport/Oriel] cover-
ing the spectral range between 750 and 5300 nm, target translation
stages to scan the test slit along and across the OH slit, and an OGSE
hexapod to orientate the collimated beam at various FOV values.
Specifically, one or three positions inside the FOV were explored
according to the thermal configurations of the OH.

2. IAS
The calibration setup used for IAS calibration is described in

detail in a companion paper.5 A previous configuration of this setup
was used to calibrate the Spectrometer and Imaging for MPO Bepi-
Colombo Integrated Observatory SYStem (SIMBIO–SYS) instru-
ment.13 This setup was upgraded to meet all MAJIS calibration
requirements. In particular, specific sources were implemented to
fulfill the spectral calibration objectives previously mentioned. The
OH and the main electronics were integrated into a thermal vac-
uum chamber. The OH itself was mounted on a hexapod housed in
the thermovacuum chamber to allow the angular exploration of the
FOV and the slit by the fixed beam from the calibration bench. The
full entrance baffle of the MAJIS was. illuminated at IAS, while only
the part of the first mirror corresponding to the entrance pupil was
illuminated at the LDO company. The complete ground calibration
setup has five optical paths, each having its own illumination source.
They are referred to as OP# with numberings from 1 to 5. Channels
OP1, OP3, and OP5 were used for spectral calibration. OP1 is the
dedicated spectral source equipped with a monochromator and two
sources to cover the spectral range of the MAJIS (Table II). While
OP3 was initially dedicated to the radiometric calibration of the VIS-
NIR channel, this optical path was used after having stopped the
nitrogen flushing to introduce atmospheric contamination inside
the calibration setup, leading to telluric features in the MAJIS spec-
tra. OP5 is the ground calibration setup assigned to the reflectance
measurements of samples (minerals and Spectralon). In addition,
spectral calibration data were acquired with the two sources of the
ICU (also referred to as OP0). Below, we describe these sources in
more detail.

The OP1 source provides the monochromatic illumination,
thanks to a monochromator illuminated by a stabilized Quartz
Tungsten Halogen (QTH) source for the 300–2000 nm range and
a thermally stabilized blackbody for the 2000–6000 nm range.
The monochromatic source can be spatially adjusted, thanks to
the monochromator’s output slit to ensure both the required flux
and the spectral resolution. The parameters of the monochromatic
source were optimized, thanks to the monochromator’s grating
choice and output slit width: a constant spectral width of 0.7 and
1 nm for the VISNIR and IR channels were selected, respectively.
Then, an optical relay system and a collimator redirect the col-
limated OP1 beam toward the window of the TVC facing the
MAJIS telescope entrance. The optical relay system consists of
lenses and mirrors positioned to guide light from the source to
the collimator. Given the magnification ratio of the collimator, the
monochromator’s exit slit is imaged on about 20 nominal spatial pix-
els by the MAJIS. Three FOV positions were explored to derive the
spatial uniformity of the spectral response: nominal pixels 20, 200,
and 380 of the 400 introduced in Sec. I. These values correspond to
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the center of the FOV (position 200, boresight), bottom of the FOV
(position 20, ∼ −1,5○), and top of the FOV (position 380, ∼ +1.5○).

The OP3 optical path was initially designed for the VISNIR
radiometric calibration, but relevant data for assessing the spectral
performances were also acquired with this setup. It consists of an
integrating sphere connected to a QTH lamp as a light source to
produce a flat field dedicated to the radiometric calibration of the
VISNIR channel. An off-axis conical aluminum mirror collimates
the sphere output. The output of the integrating sphere is large
enough to cover the entire FOV of the MAJIS. The source and the
collimating mirror are placed in an N2-flushed extension of the cali-
bration optical tank directly in front of the CaF2 window of the TVC,
limiting the 293 K thermal contribution and potential H2O signa-
tures, while offering a wide range of light intensity controlled by
the current of the QTH and the position of a diaphragm placed at
the interface of the QTH and the entrance port of the integrating
sphere. The integrating sphere of OP3 thus provides a homoge-
neous beam on its output port, with calibrated probes controlling
the flux level of the QTH. For the spectral calibration, this optical
path was used without N2 flushing to obtain transmission spectra
through the ambient air, which hence exhibited water vapor spec-
tral features. The N2 flush was also replaced by a CO2 flush to obtain
measurements of the CO2 absorptions (Sec. II C 2 a).

The OP5 path uses another QTH source to illuminate solid
samples in the reflection. The reflected flux is then directed toward
the same collimator used for OP1 using dedicated optics. The MAJIS
then images the samples. Solid samples relevant for the spectral cal-
ibration are (1) a Wavelength Calibration Standard (WCS) with
multiple absorption features over the VISNIR and (2) a calcite
pressed-pellet with complementary absorption bands. Due to ther-
mal constraints, data are limited to wavelengths <3000 nm (the
samples are not cooled).

TABLE VI. Atmospheric measurements series main parameters.

Measurement-type Channel
OH temperature

(K) Position

Atmospheric VISNIR/IR 126, 137 Full FOV
Internal calibration unit VISNIR/IR 126, 137 Full FOV
Solid samples VISNIR/IR 126, 137 20, 200, 380

The ICU sub-system is mounted inside the entrance baffle of
the MAJIS. It comprises a VISNIR incandescent lamp and an IR
MEMS source illuminating a common diffusive coating.14 The sig-
nal of the two sources is collected by rotating the internal scan mirror
in correspondence with the ICU boresight. Each source is equipped
with a spectral filter to provide reference spectral signatures on the
MAJIS signals. Specifically, the VISNIR source uses a didymium
filter, and the IR source uses a polystyrene filter.12 The primary
purpose of the ICU is to monitor the evolution of the spectral per-
formances of the instrument during in-flight operations. The ICU
measurements were acquired during the LDO and IAS campaigns to
provide reference data for the ground and pre-flight performances of
the instrument.

3. Thermal configuration
Tables IV–VI present the various thermal steady-state config-

urations tested during the LDO and IAS calibrations. At the LDO
premise, the cryogenic temperatures were achieved through a dedi-
cated thermal control system. Three thermal cases were considered:
the OH structure was stabilized at 110, 130, and 150 K, correspond-
ing to the lower, nominal, and upper operative cases, respectively.
A more restricted dataset was obtained for the lower and upper

TABLE IV. Monochromator scan measurements series from IAS OP1.

Channel
Wavelength
range (nm)

OH/VISNIR FPA
(and IR FPA) temperature (K)

MAJIS slit
position Scan step (nm)

Monochromator
spectral bandwidth

(FWHM) (nm)

VISNIR 550–585 126 (88) 200 0.7 0.7
900–935 126 (88), 137 (97) 20, 200, 380 0.7 0.7

1400–1435 126 (88), 137 (97) 20, 200, 380 0.7 0.7
1900–1935 126 (88), 137 (97) 20, 200, 380 0.7 0.7

IR 2600–2650 126 (88), 137 (97) 20, 200, 380 1 1.3

TABLE V. Monochromator scan measurements series from LDO OP1.

Channel
Wavelength
range (nm)

OH/VISNIR FPA
(and IR FPA)

temperature (K)
MAJIS slit
position Scan step (nm)

Monochromator
spectral bandwidth

(FWHM) (nm)

VISNIR 687.5–712.5 130 (91) 200 0.5 0.5
1387.5–1412.5 130 (91) 20, 200, 380 0.5 0.55
2087.5–2112.5 130 (91) 20, 200, 380 0.5 0.55

IR 2275–2325 130 (91) 20, 200, 380 1 3.15
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operative cases since these cases are very unlikely during the sci-
ence operation. At IAS, the thermal control of the IR detector in
the TVC was managed with a cryocooler, and liquid nitrogen was
used to cool the OH and the VISNIR FPA. The thermal exploration
has been selected to cover two operative configurations expected to
be representative of most measurements during the science opera-
tions at Jupiter: 126 K (nominal thermal case), where most of the
sequences were completed and 137 K (hot case), where part of the
sequences was performed again.

B. Data format
Table I presents the requirements specified for nominal pixels

(36-μm pitch). Still, the acquisitions (and consequently, the analy-
sis) are performed using the specific readout procedure, No Process,
which allows reading the full frames (1024 × 1024) at the level of
the physical pixels (18-μm pitch) in both dimensions (see Sec. I A).
This mode has the advantage of keeping the full detector resolution,
which was required to evaluate the performance of the MAJIS in
the oversampling (i.e., un-binned) optional mode. Binning can be
easily implemented after data acquisition with the same algorithm
used by the onboard software. Therefore, unless specified otherwise,
the analyses and the results of the spectral calibration are given in
terms of physical spectels corresponding to the oversampling mode,
and the effects of binning are discussed in a dedicated paragraph
(Sec. IV C).

Several measurements were acquired using the capability of
reading out only part of the 1024 rows along the spatial direction,
thanks to the MAJIS capability of spatial windowing. This mode
results in a shorter repetition time, and it is useful when the source
covers only a part of the FOV or when a shorter repetition time is
required (for instance, to avoid saturation). The use of this mode
has no impact on the derivation of the spectral performances.

C. Data description
The summary of the datasets acquired at the LDO and IAS

premises is presented in Table III. Tables IV–VI provide additional
details on the measurements (wavelengths, position on the FOV,
OH temperature, etc.) for each source. Because of the planning
constraints, the parameters were adjusted during the calibration
campaigns.

1. Monochromator scans
The monochromatic measurements with the IAS and LDO

OP1 setups consist of several series of frames captured while
receiving a monochromatic beam with a full width at half maximum
several times smaller than the expected spectral response FWHM.
For each position of the monochromator scan, one or more frames
were captured in order to determine the correlation between the
selected wavelength and the observed signal as a function of the
position along the MAJIS spectral axis. Moreover, each scan across
the wavelength range of the detector aims to characterize the
spectral response of the illuminated spectels and determine the
absolute central wavelength. A trade-off taking into consideration
the signal-to-noise ratio of the data, the capability of setups, and the
required number of measurements to derive the spectral response of
a given spectel with acceptable accuracy led to performing a spectral
scan with a scan step of ∼1/5 of the expected spectral sampling

of the instrument [i.e., 0.7 nm (VISNIR channel) or 1 nm (IR
channel)] for the IAS data and 0.5 nm (VISNIR channel) or 1 nm
(IR channel) for the LDO data.5 An example of a frame acquired
with the IAS OP1 setup is shown in Fig. 2(a). The accuracy of the
measurements depends on the accuracy of the monochromatic
sources. The absolute accuracy is 1 nm (resp. 0.05 nm) for both
IAS and LDO setups (relative accuracy). The monochromator
spots were around 20 physical pixels wide (14 pixels for the IAS
setup with the VISNIR channel) in the along-slit direction (which
is equivalent to 10 nominal pixels out of the 400 nominal FOV
pixels). Figure 2(b) shows the spectra derived from sequential
measurements during a monochromatic scan. The generation of
these spectra can be summarized in two steps. First, the quasi-
monochromatic signal from the monochromator is convolved with
the spectral response of MAJIS, creating a combined spectrum.

Due to the setup differences between IAS and LDO (see
Sec. II A), the OP1 light source only covered the entrance pupil of the
OH at LDO facilities, whereas the full entrance baffle was covered by
a light source from the setup at IAS. This was not expected to have
an impact on the resulting acquisitions. However, due to issues from
either the design or the assembly of the instrument, residual stray
light effects can be seen (mainly on the VISNIR channel). There-
fore, light originating from outside the entrance pupil can be seen
on the acquisitions. These imperfections hint at the possibility that
the actual performances of the instrument will differ from the per-
formances when only the entrance pupil receives light, especially for
the VISNIR channel.

Tables IV and V present the datasets acquired during IAS cali-
bration and LDO characterization. The spectral and spatial coverage
is also shown in Fig. 4. As shown in this figure, the number of
spectral intervals and positions inside the FOV that were explored
was restricted because of the planning constraint. Achieving a good
signal-to-noise ratio for wavelengths beyond 3.6 μm was also very
challenging due to the thermal background and the low level of
the source flux. The mitigation of these limitations was to com-
plement the monochromatic measurements with the polychromatic
measurements over solid samples and gas, as described in Sec. II C 2.

2. Additional spectra measurements
Additional MAJIS calibration measurements useful to the spec-

tral calibration are described in this section. They are separated
into three subsections corresponding to three different OPs and are
described in Table VI.

a. Atmospheric absorption. OP35 was purposely used after the
flushing was stopped so that atmospheric gases, such as water vapor
and carbon dioxide, could be identified in the MAJIS frames. In
addition, CO2 gas was flushed in OP3 to increase its concentration
along its 1 m long optical path to increase the atmospheric signa-
tures beyond 3 μm. The positions of the telluric signatures provide
unique reference points for the absolute calibration of the MAJIS.
The high resolution transmission (HITRAN)15 model was used to
calibrate the absolute wavelength positions of the various signatures
observed with the measurements. However, note that the integrat-
ing sphere of OP3 was adapted to characterize the instrument in the
VISNIR range (see Sec. II A 2). This limits the capability of identi-
fying atmospheric absorption bands in the longest IR wavelengths
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FIG. 3. Example of a MAJIS frame summarizing its oversampling/binning mode capabilities. The resulting frame (up to 640 spectels) can combine up to 16 spectral bands
with a specific spectral mode defined by TC (TeleCommand) for each spectral band.

where the flux is dominated by the thermal contribution of the opti-
cal elements at ambient temperatures. Conversely, these acquisitions
have the advantage of covering the full FOV in one acquisition.

b. Internal calibration unit. The ICU acquisitions (OP0) pro-
vided additional reference measurements for absolute calibration,
thanks to the didymium and polystyrene signatures, and in this
respect, they were used for the on-ground spectral calibration. The
samples of polystyrene similar to the ICU material were spectrally
characterized at the Istituto di Astrofisica e Planetologia Spaziali
(IAPS, Rome) facilities in the same temperature range to allow com-
parison to the MAJIS measurements.16 A series of specific measure-
ments as part of the Full Function Tests (FFT) provides a reference
benchmark for the ICU signals. These tests were performed dur-
ing the on-ground calibration of the MAJIS at the two thermal

configurations (126 and 137 K). As stated before, the ICU mea-
surements are also used as an absolute reference for monitoring the
in-flight performances. The in-flight tests can thus be compared to
the on-ground calibration to monitor any potential change between
pre-flight and after-launch over the entire FOV (Sec. V).

c. Solid samples. The other dataset of interest for the spectral
calibration was acquired with OP5 illuminating different solid sam-
ples with a QTH lamp. The samples were spectrally characterized
before and after the calibration campaign using a a PerkinElmer
FTIR spectrometer. Hyperspectral images of the samples were
acquired by scanning them with the hexapod along the direction
orthogonal to the MAJIS slit or by commanding the internal scan
mirror. The spectra of the samples were then extracted and com-
pared to the FTIR spectra (Sec. III A 3 c). A companion paper details

FIG. 4. Schematic view of the coverage obtained from the monochromatic scan dataset acquired at IAS and LDO. The spectral positions of the scans are approximate.
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FIG. 5. FTIR spectra of the two solid samples used for the spectral calibration (see
the text for details).

these measurements and their analyses.17 Here, we focus on the use
of this dataset for the purpose of the spectral calibration. The spectral
calibration analyses rely primarily on two types of images. For the
VISNIR channel, acquisitions with the WCS18 from Labsphere pro-
vide the most relevant observation since it exhibits many reference
spectral signatures that can be used for the spectral calibration. Most
signatures are present at wavelengths <2.1 μm (see Fig. 5), making
the WCS suitable for calibrating the VISNIR channel of the MAJIS.
Calcite acquisitions were relevant to cover a part of the IR chan-
nel. Note that windowing has been routinely applied during these
acquisitions.

III. DATA REDUCTION
A. High-level data processing

A detailed description of the processing of the MAJIS data will
be given in a companion paper.11 All data are saved as.fits files. Each
file is a data cube representing a series of N images (2D acquisitions
with the same number of rows and columns). The number of images
and the size of the images varies from file to file (typically 8 or 16
full-window no process images). In case an acquisition is performed
with both channels switched on, each channel is stored in a differ-
ent.fits file. All files have been processed using the same high-level
processing methodology for the calibration analysis.

First, the 3D cube of N images is turned into a 2D median
image. This increases the SNR and removes any outliers out of the
dataset. The proper linearity file, instrument transfer function (ITF)
file, and gain are selected based on the acquisition mode and chan-
nel.11 More specifically, the linearity file is applied to correct the
H1RG detector’s non-linearities.19,20 Then, the gain and the ITF
file are applied to transform the measurements reported by each
pixel in Analog-to-Digital Unit (ADU) into a radiance expressed in
(W/m2/sr/μm).

B. Monochromator scans data processing
As stated in Sec. II C 1, the monochromator spectral scans

provide data across a significant part of the spectral domain of
the instrument, namely from 0.7 to 3.5 μm. These acquisitions
were performed at three or fewer FOV positions (presented in
Tables IV and V).

1. Spectral response
The spectral response describes how the instrument responds

to a monochromatic flux of a given wavelength. The key parameter
quantifying the spectral response is the FWHM, also called the spec-
tral width. As for previous hyperspectral imaging instruments,6 the
characterization of the spectral response of the instrument is based
on a least-squares fitting using a Gaussian function,

G(λ) = ae−
1
2 (

λ−λ0
σ )

2

, (1)

where a is the height of the curve’s peak, λ0 is the wavelength cor-
responding to the center of the peak used for the absolute spectral
calibration, and σ is the standard deviation characterizing the curve’s
width used to assess the spectral FWHM. The FWHM is linked to the
σ parameter [Eq. (1)] by the following equation:

σ =
√

FWHM
2 ln 2

. (2)

To enhance the SNR and mitigate the effects of inoperable
detector pixels, the spectrum data points were constructed by tak-
ing the median value of 40 physical pixels in the spatial direction
around the target position. Background subtraction was also applied
to the data to eliminate influences from the instrument and calibra-
tion setup that are uncorrelated with the monochromatic source.
This correction involved subtracting a frame captured under iden-
tical conditions (integration time and operative modes) but with
the light source switched off. In instances where background data
were unavailable, background information obtained from another
monochromator scan was utilized. Subsequently, a least-square
(LSQ) algorithm was employed to fit this background-subtracted
signal to a Gaussian function, enabling the extraction of the FWHM.

Figure 6 shows examples of comparison between scan profiles
and their best fits. Some discrepancies can be observed, especially
near the maximum of the response. However, the difference between
the fitted FWHM and the data FWHM is negligible in most cases,
meaning that a Gaussian function is appropriate to represent the
spectral response function. Using such a function provides a more
accurate estimate of the actual width if a few spurious values are
present in the data. We estimate that this algorithm provides the
FWHM with an accuracy better than 0.2 nm.

The number of spectels for which their spectral response is
retrieved depends on the spectral domain covered by the monochro-
matic scan, the step used for the scan, the spectral sampling of the
instrument, and the operability of the spectels being tested. Figure 7
shows an example of the Gaussian fits of a cluster of successive
boresight spectels in the 1400–1425 nm range.
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FIG. 6. Example of a Gaussian fit of the OP1 data for the response of a physical spectel at the FOV position 200 to successive monochromatic measurements. (a) VISNIR
physical spectel No. 502 and (b) IR physical spectel No. 119 (due to a software error during the calibration campaign, the 2617 nm monochromatic measurement was skipped
and the 2618 nm measurement was repeated).

2. Absolute spectral calibration
In addition to the spectral response characterization, a second

parameter of interest derived from analysis of the monochroma-
tor scans is the Central WaveLength (CWL). It corresponds to the

FIG. 7. Gaussian fits of physical spectels response to a monochromatic scan of the
1400–1435 nm range at the FOV position row 200 (boresight) performed during the
calibration campaign.

spectral position of the maximum Gaussian parameter, i.e., the para-
meter λ0 in Eq. (1). The fitting algorithm gives low error margins on
the determination of λ0 (<0.1 nm), one order of magnitude below
the precision of the monochromators. Each derived value of CWL
provides a data point for the absolute spectral calibration based on
other measurements since monochromator scan measurements are
restricted to a few wavelengths and FOV positions.

C. Spectral data processing
1. Atmospheric data processing

The measurements acquired with the OP3 setup consist of
background-subtracted spectra. The telluric signatures were then fit-
ted to the HITRAN15 model (considering a temperature of 296 K
and a pressure of 1 atm) to provide their absolute spectral positions.
This approach provides a very accurate spectral source independent
of the setup spectral performances. This leads to high accuracy of the
absolute calibration data for strong signatures (<0.5 nm).

More specifically, the methodology for calibrating the spectral
central wavelengths of the instrument consisted of the following
steps: a background spectrum was acquired with no gas in the optical
path and subtracted from the raw data. The HITRAN15 model data
were convoluted to a Gaussian window with an FWHM of 3.5 nm
for the VISNIR channel and 6.0 nm for the IR channel to match the
average instrument spectral FWHM. Wavelength ranges exhibiting
strong absorption features were selected based on the convoluted
HITRAN data. The continuum was subtracted from the data on
these intervals, allowing a match between the instrument data and
the HITRAN data to determine the spectral central wavelengths.

The matching procedure is automatically performed using the
algorithm presented in the following: for the selected wavelength
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range and spectels, which correspond to one or more absorption sig-
natures, two parameters are optimized, i.e., the central wavelength
of the first spectel and the sampling between the relevant spec-
tels (i.e., the constant wavelength step between successive spectels).
The objective (or cost) function of the optimization algorithm asso-
ciates a wavelength to each pixel using these two parameters and
interpolates the model transmittance at these wavelengths. Then,
it calculates the Sum of Squared Differences (SSD) between the
measured and interpolated transmittances. The optimization goal
is to find values for the optimization parameters that minimize the
SSD. The initial values and boundary settings of the algorithm have
been selected based on theoretical models and preliminary analyses.
The solver uses a Broyden–Fletcher–Goldfarb–Shanno algorithm to
minimize the cost function.21 This processing is expected to find
values for the optimization parameters that provide a good match

FIG. 8. Panel (a): Example of a best-fit match of the OP3 data with the HITRAN-
generated transmission spectra near the 1.365 μm water vapor signatures. The
text explains how the error bar on the spectral position is derived for each spectel.
Panel (b): The same as panel (a) but for the IR channel and the 2.65 μm water
vapor signatures.

between the model and measured datasets, while ensuring that suc-
cessive spectels are separated by a constant wavelength step, which
is a reasonable approximation over the spectral ranges of a few
tens of μm (the relevance of this approximation is checked after-
ward with the actual spectral variations of this wavelength step,
as shown in Fig. 13). However, in practice, this algorithm is often
applied to a small number of signatures to simplify the problem
and avoid any overfitting artifacts [Fig. 8(a)]. The quantification
of errors on the spectral positions is not straightforward due to a
large number of factors, such as the noise and uncertainty in the
measured data, the accuracy of the model data, the assumptions
made by the optimization algorithm, the quality of the cost function,
and the accuracy of the initial guess and boundaries of the opti-
mization procedure. Nevertheless, we assess these errors by using a
bootstrapping approach. Bootstrapping is a statistical method that
generates resampled data to evaluate the error margin. Multiple
bootstrap samples are first randomly generated from the original
dataset. The optimization algorithm described previously is then run
on each of these resampled datasets, and the distribution of results
can be used to estimate the variability or uncertainty statistically. To

FIG. 9. Panel (a): Example of a match between the MAJIS VISNIR ICU data and
the reference laboratory signatures of the didymium sample (blue). Panel (b): The
same as panel (a) but for the IR channel and a set of polystyrene signatures near
3.35 μm.
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estimate the error margin on the original result, the standard devi-
ation of the resampled distributions is calculated for each spectel
(Fig. 8).

2. ICU data processing
a. Absolute spectral calibration. The ICU’s didymium and

polystyrene filters (see Sec. II A 2) introduce several diagnostic
absorption signatures on the VISNIR and IR source signals. The
sequence of acquisitions with the ICU includes a series of dark acqui-
sitions, background acquisitions, and source acquisitions. The same
algorithm as the one used to match atmospheric signatures was used
(see Sec. III C 1), but in this case, the inputs are the ICU data and lab-
oratory spectra of the filter samples. Thanks to the broad width of the
signatures and the excellent SNR, more extensive wavelength ranges
could successfully be matched by the optimization algorithm, while
maintaining low error margins without falling into a local minimum.
One example of the best-fit procedure for each channel is shown in
Fig. 9.

FIG. 10. Panel (a): Example of the best match procedure with the WCS sample
(orange) around 1.93 μm signatures. The reference absorption of the sample is
shown in blue. Panel (b): The same as panel (a) but for the calcite sample in the
IR channel.

b. Spectral response. Data from the ICU can offer insights into
the relative changes in the FWHM of the response. This is done
by convoluting the reference characterization data (from didymium
and polystyrene) with Gaussian functions of different FWHM
values. Once a specific signature is chosen, its shape is compared
to the data gathered by the ICU. The quality of the match between
these datasets is assessed by calculating the SSD between the ICU
data and the convoluted data. The FWHM of the instrument is then
determined to be the value that minimizes this SSD. However, this
approach is limited by the broad shape of the signatures to give an
accurate absolute estimate of the FWHM. Moreover, eliminating the
continuum can introduce a slight bias in the absolute terms. Nev-
ertheless, by processing the ICU data the same way for every case,
any relative changes in FWHM can be assessed. In other words,
while this method may not be highly accurate, its level of precision is
sufficient to yield valuable insights into the evolution of the FWHM.

3. Solid sample data processing
The same methodology as the one described for the atmo-

spheric gas acquisitions (Sec. II C 1) was applied to these images
to extract the absolute spectral positions before deriving the per-
formances of the instrument. The backgrounds acquired for the
sample measurements are subtracted from the sample acquisitions.
The WCS fitting results show that several signatures can be matched
across a large part of the spectral domain (from 1100 to 2000 nm)
with low error margins (<0.5 nm). The calcite sample results provide
relevant absolute spectral positions restricted to the lower wave-
lengths (<3000 nm) of the IR channel (Fig. 10). This is due to the low
signal emitted by the light source on OP5 compared to the thermal
emission of the samples themselves (samples at ambient tempera-
ture, with high emissivity), which precludes the identifications of the
spectral signatures at longer wavelengths.

IV. RESULTS
The results presented in this section correspond to the nominal

thermal case (130 K at LDO premises and 126 K at IAS, shown in
Sec. II A 3).

A. Absolute spectral calibration
The absolute spectral calibration is characterized by two met-

rics (Table I) at the physical spectel level. The baseline of the
analysis (hereafter, called option 1) is to gather all measurement
points for each channel (Tables IV–VI) to fit an absolute calibra-
tion model that minimizes the residuals. The instrument’s design
leads to a quasi-linear spectral calibration. Hence, to account for
the deviations to linearity of the grating dispersion law, a polyno-
mial function becomes the choice for fitting the calibration data.
Specifically, a fourth-degree polynomial function was chosen as it
accurately fits the data points across both channels, while limit-
ing overfitting artifacts. Second-degree polynomial fitting results in
a significantly larger Sum of Squared Errors (SSE) (multiple data
points are consistently 1 nm or further away from the fitting poly-
nomial). Higher-degree polynomial fitting improves the SSE only
marginally at the expense of much more significant overfitting arti-
facts at the edges of the wavelength range. Third-degree polynomial
fitting also provides a good balance with a relatively low SSE without
overfitting artifacts, but the fourth-degree polynomial was preferred
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for its overall slightly better consistency with the data and theoretical
sampling.

We noticed that the data points acquired with OP1-LDO and
OP5 exhibited a distinct trend compared to those for OP0, OP1-IAS,
and OP3 for both channels. In particular, the best fit at wavelengths
greater than 1400 nm misses many data points of these sources
even when accounting for their error margins. Therefore, we con-
sidered a second option in which the minimization procedure was
performed using only the data points from OP0, OP1-IAS, and
OP3. The restricted dataset of this option (called option 2 below)
was a priori given higher confidence for several reasons. The atmo-
spheric signatures can be taken with increased confidence, and the
ICU (OP0) is specifically designed for the spectral calibration of the
instrument. For the IR channel, we also investigated an option 2

without OP1-IAS data because the data were inconsistent with the
atmospheric signatures by several nm.

For both channels, the solution provided by option 1 has high
uncertainty, as expected, while the fit with option 2 matches very
well with all the data points, suggesting that these datasets are more
consistent. This leads to low error margins in the resulting cali-
bration (∼0.7 nm for the VISNIR channel and ∼2 nm for the IR
channel). The results of the derived CWL are shown in Figs. 11 and
12 for the center of each channel. The polynomial coefficients (a_0
being the coefficient of the constant term and a_4 being the coeffi-
cient of the fourth-degree term) and the resulting spectral ranges are
summarized in Table VII.

The resulting spectral samplings of both the channels (i.e., the
difference in CWL between two successive spectels) are well in-line

FIG. 11. VISNIR absolute spectral calibration (left panels: option 1; righ panels: option 2) for the FOV position 200 at a nominal temperature. These panels compare the
spectel numbers to their associated CWL. (a) Fourth-degree polynomial fit of the central positions of the spectels for the VISNIR channel with all calibration data considered
(“option 1,” see the text for details). (b) Comparison between the derived CWL and the measurements. One box corresponds to one series of measurements (i.e., multiple
data points). The box size in the X axis indicates the spectral range of the measurement series, and the box size in the Y direction shows the error in the spectral position of
the data points. The position of the middle line represents the fitted model considered. As the wavelength increases, so do the spectel numbers. (c) and (d) The same as (a)
and (b), respectively, but for a selection of calibration data only (“option 2,” unused calibration data are in light gray).
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FIG. 12. IR absolute spectral calibration (both options) for the FOV position 200 at a nominal temperature. All panels [(a)–(d)] are the same those shown in Fig. 10 but for the
IR channel.

with the pre-calibration OH models (Fig. 13). For the VISNIR chan-
nel, option 1 has the closest overall match. The fitting only deviates
from the model at the edges of the spectral domain (within a 2%
deviation for the rest). Option 2 is an excellent match for lower wave-
lengths (<1750 nm) but differs significantly at higher wavelengths. It

should be noted that the last data point for this option is around
1950 nm; therefore, the deviations observed at higher wavelengths
can be attributed not only to the data but also, to some extent, to
the choice of a fourth-degree polynomial fitting. The third-degree
alternative resulted in an opposite trend in the sampling, leading to

TABLE VII. Spectral range comparison for both channels and both options.

Spectral
range (nm)

Error margin
(nm) a_0 a_1 a_2 a_3 a_4

Option 1 VISNIR 489 – 2349 2 4.886 × 102 1.795 2.310 × 10−4 −3.322 × 10−7 1.401 × 10−10

IR 2268 – 5556 3.5 2.269 × 103 2.991 4.093 × 10−4 −3.138 × 10−7 1.502 × 10−10

Option 2 VISNIR 491 – 2358 0.7 4.902 × 102 1.768 3.639 × 10−4 −5.518 × 10−7 2.604 × 10−10

IR 2271 – 5555 2 2.270 × 103 2.991 3.801 × 10−4 −2.536 × 10−7 1.170 × 10−10

Rev. Sci. Instrum. 95, 031301 (2024); doi: 10.1063/5.0188944 95, 031301-14

Published under an exclusive license by AIP Publishing

 08 M
arch 2024 17:51:13

https://pubs.aip.org/aip/rsi


Review of
Scientific Instruments

ARTICLE pubs.aip.org/aip/rsi

FIG. 13. Spectral sampling of the nominal spectels for the two considered dataset options at a nominal temperature and in the center of the FOV of both channels. (a) Spectral
sampling of the VISNIR channel based on the polynomial fitting results of the absolute calibration provided by option 1. The gray dashed lines indicate the requirements, and
the colored dashed line shows the expected sampling based on the theoretical model of the OH performances developed during the design phase. (b) The ame as (a) but for
the IR channel. (c) The same as (a) but for option 2. (d) The ame as (c) but for the IR channel.

significant differences at the edges (up to three physical spectels of
difference on the absolute calibration at the end of the wavelength
range). The third-degree alternative has the drawback of further
deviating from the OP1-LDO data points (discarded for this option),
whereas the fourth-degree alternative provides satisfactory fits for all
data. For the IR channel, the sampling is virtually identical for both
options, remaining within a 2% deviation from the pre-calibration
model. Note that the third-degree polynomial fitting gives virtually
identical results to the current calibration (<1 physical spectral of
variation across the whole spectral range).

B. Spectral response at the physical pixel level
As presented in Tables IV and V, three positions along the slit

are covered (FOV position row 20, 200, and 380) by six monochro-
mator scans (seven for the boresight position) for the VISNIR

channel. The same three positions along-slit for the IR channel are
covered, but only two scans below 2700 nm are available due to
the significant thermal emissions at higher wavelengths. As distinct
trends are observed between the LDO and IAS datasets, we report
the FWHM separately derived from each dataset (Fig. 14).

For the VISNIR channel, the FWHM measured at LDO is well
within requirements but is significantly lower (10%–40%) than the
FWHM measured at IAS. The difference is more significant for
low (<1000 nm) and high (>1700 nm) wavelengths. We hypothe-
size that this discrepancy is primarily related to the fact that the
entire entrance baffle of the MAJIS was illuminated at IAS, while
this was not the case at LDO. More straylight was observed with
the entirely illuminated entrance, which is consistent with the wider
spectral dispersion observed with the IAS setup. The FWHM differ-
ence between the IAS and LDO appears to increase as we move away
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FIG. 14. LDO- and IAS-based FWHM vs wavelength. (a) Evolution of the FWHM across the spectral range of the VISNIR channel for the data acquired at LDO and IAS for
FOV position 20. The sampling (green dashed line) is shown to highlight any potential correlation with the FWHM. (b) The same as (a) but for position 200. (c) The same as
(a) but for position 380. (d) The same as (a) but with all FOV positions of the IR channel.

from the center columns and the middle of the FOV. This difference
is maximum at wavelengths <1000 nm. This is consistent with the
straylight observed on the MAJIS (less straylight in the FOV center
than on its edges and straylight maximum at <1000 nm 11). As the
MAJIS entrance baffle will also be fully illuminated at Jupiter, this
suggests that the actual performances of MAJIS will be more similar
to those measured at IAS than those measured at LDO. The IAS-
based FWHM is slightly out of specification at short wavelengths.
We have also explored the possibility that the IAS OP1 monochro-
mator FWHM may have been wider than expected (up to 2 nm
instead of 0.7 nm for VISNIR wavelengths, as discussed in a com-
panion paper5). The lowest difference between the IAS and LDO
is observed at 1400 nm for position 20 [Fig. 14(a)]: the difference
between LDO (FWHM 3.85 nm) and IAS (FWHM 4.15 nm) requires
a monochromator FWHM of 1.55 nm, which could be consistent
with this putative wider IAS OP1 FWHM. However, in most cases,
differences would require that the IAS OP1 monochromator FWHM
was well above 2 nm, in particular, for wavelengths <1000 nm, where
the contribution of the straylight remains the most plausible expla-
nation. Finally, we note that there is no obvious correlation between
the sampling and the FWHM of the VISNIR channel.

For the IR channel, fewer measurements are available
(only 2 per FOV position). However, no significant difference
between the IAS and LDO data is observed, and the measurements
are compliant with the requirements. No definitive conclusion can
be made for higher wavelengths due to the lack of measurements.

Still, given the low FWHM variation across 300 nm, the substan-
tial margin between the performances and the requirements at low
wavelength, and the absence of straylight for the IR channel, it is
anticipated that the FWHM will meet the requirements across the
entire IR spectral range.

C. Effect of binning on the spectral response
The response of the physical spectel is modeled using a Gaus-

sian function. Binning the data of two physical spectels shows that a
Gaussian function also provides a satisfactory fit of the instrument’s
spectral response for nominal spectels. Figure 15 shows a com-
parision of the response of a physical (oversampled) spectel and a
nominal spectel (two physical spectels binned). The FWHM is mul-
tiplied by a factor of ∼1.215 compared to the physical (oversampled)
spectel. A large portion of the calibration spectral data (∼100 spec-
tels) was tested. The measured average factor increase of the FWHM
was 1.21 ± 002. This factor is in line with the expected theoretical
factor (factor of 1.21), resulting from the numerical summation of
two Gaussian functions, which have a central wavelength, λ0, sep-
arated by the theoretical spectral sampling of the instrument. The
λ0 parameter for the nominal spectel is found to be simply equal to
the averaging of the corresponding parameters in the two Gaussian
responses binned.

On the other hand, the response can no longer be modeled
using a Gaussian function for larger binning modes of the nomi-
nal spectel ×2 (leading to a 72-μm pixel size) and ×4 (leading to a
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FIG. 15. Comparison of the oversampled and nominal spectral response of the
VISNIR channel around 1.4 μm [physical spectel N○498 (of 1016) in blue and its
associated nominal spectel in orange]. The retrieved FWHM for the nominal case
is very close to the value of the FWHM of the nearby physical pixel multiplied by
the theoretical factor of 1.21.

144-μm pixel size). Figure 16 shows the effect of larger spectral bin-
ning modes on the shape of the response. All derived values of
FWHM shown in Fig. 16 are close (within 5%) to the theoretical
values that could be calculated from the proportionality coefficients
obtained from numerical summations of Gaussian functions and are
listed in Table VIII.

In the case of binning ×2 and ×4, the proposed modeling
approach uses a function defined as the absolute difference between
two Cumulative Distribution Functions (CDFs) of the normal dis-
tribution, normalized by its maximum value. This gate Gaussian
function is characterized by its center, the Gaussian component’s

FIG. 16. Examples of the spectral responses for the four spectral binning modes
[oversampling (blue), nominal (orange), binning ×2 (green), and binning ×4 (red)].
Column 498 (in terms of the first physical pixel position) corresponds to 1408.5 nm.

TABLE VIII. Spectral response models and FWHM proportionality parameters for the
MAJIS spectral binning.

Binning mode Function Proportionality

Oversampling Gaussian 1
Nominal Gaussian 1.21
×2 Gate Gaussian 2.03
×4 Gate Gaussian 3.60

standard deviation, and the gate function’s width. As for the nomi-
nal binning, the FWHM for the ×2 and the ×4 binning modes can be
estimated from the spectral response of the physical spectel by apply-
ing a factor of 2.03 and 3.60, respectively (Table VIII). Figure 17
shows this methodology applied to the spectral binning modes ×2
and×4, corresponding to the summation of 4 and 8 physical spectels,
respectively. The function used for the fitting matches the experi-
mental data well in both binning cases, leading to a FWHM from the
experimental data virtually identical to the FWHM of the fitted func-
tion. The standard deviation around the expected theoretical value
resulting from the modeling of about 100 spectels is ∼5%.

FIG. 17. Fitting of the spectral response in the case of binning mode ×2 (blue
plot) and ×4 (orange plot) at 1420 nm. A gate Gaussian function (represent-
ing a gate function with Gaussian edges) reproduces the measured spectral
response in these cases. The FWHM ratio (∼1.7) is consistent with the theoretical
proportionality parameter (1.77) presented in Table VIII.

TABLE IX. Monochromator scans smile table summary. The values indicate the shift
in nm w.r.t. the center of the FOV according to Eq. (3) for three wavelength ranges.

Smile (nm) 700–900 nm 1400 nm 1900–2100 nm

FOV row 20 1.5 ± 1.00 nm 1 ± 1.00 nm −1 ± 1.00 nm
FOV row 380 −0.5 ± 1.00 nm 1 ± 1.00 nm 2 ± 1.00 nm

Rev. Sci. Instrum. 95, 031301 (2024); doi: 10.1063/5.0188944 95, 031301-17

Published under an exclusive license by AIP Publishing

 08 M
arch 2024 17:51:13

https://pubs.aip.org/aip/rsi


Review of
Scientific Instruments

ARTICLE pubs.aip.org/aip/rsi

FIG. 18. Smile characterization of both channels for full FOV measurements. The
smile characterization uses the ICU and OP3 measurements of both channels.

FIG. 19. Mapping of the smile correction factor to be applied for removing spectral
smile aberration. A physical pixel scale is considered. Panel (a) is for VISNIR, and
panel (b) is for IR. The shift correction of the smile is to be added to the reference
CWL (that correspond to FOV position 200 = 400 physical) to derive the CWL of
any physical pixel. The effect of this correction is shown in Fig. 20.

D. Smile
The smile effect is caused by optical aberration and results in

a variable curvature of the slit image across the spectral range.6 It
can be estimated by comparing, for a given column, the CWL of any
pixel along this column w.r.t. to the CWL measured on the middle
of the FOV at R = 400, which can be expressed as

Smile shif t correction(R, C) = CWL(R, C) − CWL(400, C), (3)

where R and C indicate the position of a given physical pixel in the
FOV in terms of row (spatial index range from 1 to 800) and col-
umn (spectral index range from 1 to 1016), respectively (see Fig. 1).
Some spectral signatures used for the absolute calibration could not
be used for the smile correction due to the low magnitude of the
smile corrections (<1 nominal spectel) and the low SNR, precluding
an accurate characterization along the FOV. The VISNIR channel

FIG. 20. Illustration of the smile shift correction being applied to an atmospheric
(water) signature. (a) Example of the smile effect using atmospheric signatures.
The three FOV positions spectra are superposed and show that the signatures
are slightly shifted. (b) The three FOV position spectra are superposed after the
automatic correction (using the shift presented in Fig. 19) of the smile effect has
been applied.
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FIG. 21. Shift of the spectral signatures (opposite to the shift of the CWLs)
observed during the hot case relative to the nominal case for the IR channel.

smile was characterized using a monochromator scan, atmospheric
measurement, sample, and ICU data (Table III). Because of the
high ambient thermal background occurring during the ground
measurements, the IR channel smile was described using atmo-
spheric signatures near 2660 nm only. Still, thanks to the polystyrene
signatures in the ICU acquisitions, the smile analysis was extended
at around 3370 nm. For all the measurements, except for the
ICU and atmospheric measurements, three FOV positions were
available.

The methodology used to derive the CWL along the FOV is
the same as the one used for deriving the absolute spectral cali-
bration (Sec. IV A). The estimation of the spectral shift using the

monochromatic measurements for the VISNIR channel is summa-
rized in Table IX. It must be noted that the lower accuracy of the
monochromator measurements (about 1 nm) makes it challenging
to assess more minor magnitude distortions reliably.

In the series of acquisitions, for which the FPA frames are not
“windowed” to a certain part of the FOV, the smile can be con-
sistently estimated across the entire FOV. This is achieved using
the ICU and certain OP3 acquisitions (Fig. 18). Such a dataset can
be used to establish a 2D map of the smile correction by using a
second-degree polynomial interpolation (this provides a smoother
correction that is less sensitive to algorithmic noise), first in the spa-
tial direction and then in the spectral direction. Due to the limited
data from the IR channel, only a 1D correction was derived by using
a second-degree polynomial interpolation in the spatial direction
and a constant value in the spectral direction based on the average
of the two smile corrections provided by the ICU and atmospheric
signatures (Fig. 19). The map correction of the VISNIR channel is
almost line-symmetrical w.r.t. the diagonal of the FPA. It is max-
imal at the corners of the FPA and decreases toward the center
“cross.” For both channels, along FOV corrections mostly follow lin-
ear trends and not second-degree polynomial trends, unlike what the
“smile” analogy typically indicates.

An example of smile characterization and correction using
atmospheric signatures is shown in Fig. 20.

E. Impact of OH temperature
While the MAJIS optical bench, optical elements, and their rela-

tive mountings have been designed to maintain an isothermal profile
in order to keep optical performances within the requirements, the
OH spectral response is expected to manifest small changes with
the temperature. Therefore, specific measurements under thermal
stress (hot case OH and VISNIR detector at 137 K and IR detector
at 97 K) were conducted to explore whether the performances of the
instrument remained within the requirements (Sec. II A 3).

FIG. 22. Illustration of the degradation and the loss in resolution of the polystyrene signature around 5.2 μm between the nominal case and the hot case resulting from the
increasing thermal background. (a) Example of polystyrene signature fitting for the IR channel in the nominal case. (b) Same as (a) but for the hot case. The fitting algorithm
performance is significantly less reliable in this case.
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FIG. 23. CWL average shift measured across the tested thermal cases. The shift
corresponds to the average difference between the data points at a given temper-
ature and the absolute spectral calibration. Each data point summarizes several
measurements. The mean spectel of each dataset is displayed in the legend. It
must be noted that the LDO data are used as a relative reference, which is why
their spectral position is shifted below the actual calibration (dashed line).

1. Absolute spectral calibration
The absolute calibration is compared using the datasets

acquired with the ICU as well as the OP1 and OP3 setups. Due to
planning constraints, the other optical paths were not used in the hot
case. The OP1-LDO dataset acquired in the lower and upper oper-
ative temperature cases is also used to estimate the relative shift in
the central wavelength of the explored spectels across a larger OH
thermal range. Each thermal case has a dataset that covers differ-
ent spectels. For this reason, the trend shown by the comparison
between the lower and upper operative temperature cases is used as

FIG. 24. Example of FWHM degradation at high OH temperatures. The spectral
response of the physical spectel N○39 of the VISNIR channel is displayed for the
monochromatic scan starting around 565 nm.

TABLE X. Spectral responses derived for the hot case.

Scan λ (nm) OH T○ (K)
Mean

FWHM (nm)
Std. dev.

FWHM (nm)

550–585 126 4.64 0.19
137 5.08 0.29

1400–1435 126 3.54 0.25
137 3.58 0.32

2325–2375 110 6.72 0.05
150 7.23 0.19

2600–2650 126 5.41 0.29
137 5.57 0.27

a relative reference. No significant difference in the absolute calibra-
tion of the VISNIR channel between the two thermal configurations
is found. The OP1-LDO dataset confirms that no relative change is
observed between both cases for the VISNIR channel. Conversely,
the four datasets show a shift in the absolute calibration of the IR
channel. The spectral shift to be applied to the hot case data for
correcting the spectral calibration was thus derived (Fig. 21). A con-
stant shift of about 2.0 nm is observed at wavelength <4200 nm
between the two temperatures (126 and 137 K). For the ICU signa-
ture around 5.2 μm (physical spectel N○910) and the atmospheric
signature around 5.4 μm (physical spectel N○970), an inversion
in the shift is found (Fig. 21). However, the associated error bars
are very large and largely cover the shift derived at shorter wave-
lengths. Actually, because of the increasing thermal background
of the instrument for the hot case, these signatures are poorly
resolved, leading to a more significant error in the CWL calculation
at higher wavelengths (Fig. 22). Thus, these points are excluded in
the final estimation of the spectral shift. If we assume a linear trend

FIG. 25. Comparison between the derived smile correction using the ICU
acquisitions for the nominal and hot cases.
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FIG. 26. (a) Comparison of the VISNIR ICU data before (on-ground calibration) and after the (NECP) launch. A shift of −2.0 physical spectels (corresponding to a spectral
shift of −3.8 nm) is observed. (b) Same as (a) but for the IR channel. A shift of −1.7 physical spectels (equivalent to a spectral shift of −5.4 nm) is observed.

FIG. 27. Examples of the FWHM estimation using an SSD algorithm between the on-ground calibration and NECP derived from the convolution of the ICU signatures. (a)
Best fits (crosses) for the didymium signature around 790 nm. (b) The same as (a) but for a signature around 880 nm. (c) The same as (a) but for a polystyrene signature
around 3380 nm (IR channel).
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with temperature to interpolate and extrapolate these two measure-
ments, the spectral response is drifting with temperature by +2.0
± 0.3 nm per 11 K, leading to the relationship, CWL(126 K + ΔT)
= CWL(126 K) + ΔT∗0.18 nm/K). In addition, the OP1–LDO data
confirmed that a shift can be observed in the CWLs of the spectels of
the IR channel between the lower and upper operative temperature
cases (Sec. II A 3). The relative shift computed between both cases is
in line with the IAS dataset (the shift is equal to +8.5 ± 0.3 nm per
40 K or +0.21 nm per K) Fig. 23.

2. Spectral response
The FWHM of the spectral response function has been evalu-

ated at three wavelengths for the hot case (OH temperature 137 K)
and compared to the nominal case (126 K). An example of a spectel
FWHM response is shown in Fig. 24. The results from all avail-
able scans are summarized in Table X. For the VISNIR channel,
we observe at short visible wavelengths (550 nm), a significant 9%
increase of the FWHM with the OH temperature. This increase is
reduced to 1% at 1400 nm, a difference that is not significant consid-
ering the errors. For the IR channel, the increase is 3% at 2600 nm,
a value that is again not significant considering the error bars. Over-
all, the analysis suggests that the FWHM of the spectral response
increases by about 10% from the nominal case to hot case at visible
wavelengths and may also increase slightly by a few % at other wave-
lengths. This effect is significant enough to be carefully considered
for future in-flight acquisitions.

3. Smile
The impact of the temperature on the smile effect was assessed,

thanks to the ICU acquisitions. Differences measured (if any) are
below the accuracy thresholds of the methodology used. Figure 25
illustrates the virtually identical smile distortions measured from
two ICU signatures. Thus, we conclude that no correction of the
smile effect is required to account for the variation of the OH
temperature between the nominal case and the hot case.

V. NECP MEASUREMENTS AND COMPARISON WITH
GROUND MEASUREMENTS

The measurements obtained during the NECP are discussed in
this section. The NECP was the post-launch phase that involved the
first operations of all spacecraft instruments, including check-out
and calibration activities. During this phase, the OH was at a tem-
perature of 133.5 K. One of the major goals of the NECP is to ensure
the integrity of the instruments and the data pipeline via the space-
craft. For the MAJIS, the measurements provide some constraints
about calibration variation resulting from the various ground tests
(thermal, shock, and vibration) performed after the mechanical inte-
gration of MAJIS on the spacecraft as well as from the vibrations
of the launch and spacecraft separation. These flight measurements
are acquired with the ICU sub-system as no specific pointing was
allowed during the NECP. We first compare the pre-launch and
post-launch absolute calibrations using the spectral signatures of the
didymium (VISNIR) and the polystyrene (IR) filters of the ICU. We
observe an absolute calibration shift for both channels (see Fig. 26).
This spectral shift is −3.8 nm in the VISNIR and −5.4 nm in the
IR; it is constant over the wavelength range available for compari-
son (between 0.7 and 0.9 μm in the VISNIR and 3.2 and 3.55 μm in

FIG. 28. Comparison of the smile characterization using ICU signatures for both
channels before and after launch.

the IR), suggesting that it may be constant over each channel. The
IR shift is mitigated by the difference in OH T○ (see Sec. IV E 1),
leading to an actual shift of −4.0 nm.

Section III A 2 b mentions that the spectral response could
not be characterized accurately with the NECP dataset. However,
the spectra measured before and after the launch can be compared
using the approach described in Sec. III A 2 b. Figure 27 shows that
the spectral response has not changed significantly after the launch
(<10% relative variations), with the slight variations being within the
uncertainties of the methodology.

The algorithm to characterize the smile effect using ICU data
was also applied to the NECP ICU acquisitions. The comparison of
the NECP and on-ground ICU data is shown in Fig. 28. Both chan-
nels show similar smile trends between the in-flight and on-ground
datasets for most of the available data. A small change is observed for
the lower parts of the FOV (< Row N○200) of the IR channel with the
3.3 μm signature. At this very edge of the FOV, the smile is reduced
by about 22% (0.5 nm).

VI. SUMMARY AND CONCLUSIONS
In this article, we have analyzed ground and flight calibration

data to characterize the MAJIS spectral behavior. Specifically, the
spectral performances of the instrument were derived in terms of
the following:

● Absolute calibration.
● Spectral response.

Furthermore, distortions were characterized, and the estab-
lished corrections were provided for the following:

● The smile effect (2D maps for the two channels).
● The exploration of the OH temperature (no correction for

the VISNIR channel; correction for +2.1 ± 0.2 nm/10 K for
the IR channel).
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The spectral performances of the instrument are summarized
in Table XI. The NECP data have indicated that the absolute spectral
calibration has been shifted after launch by −3.8 and −5.4 nm for
the VISNIR and IR channels, respectively. Meanwhile, the spectral
response and the smile effect have not changed significantly after the
launch.

In addition, all relevant spectral performances were adequately
characterized for both channels and all binning modes used in-
flight (oversampling, nominal, binned×2, and binned×4). Although
distortions in terms of smile and OH temperature were observed,
corrections were derived to counteract their effects on flight acqui-
sitions. The results demonstrate that the imaging spectrometer
meets spectral resolution, range, and smile requirements within the
expected OH thermal range. This on-ground spectral calibration
should allow the MAJIS scientific team to rapidly and accurately
analyze the data from Jupiter and its Galilean moons.
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